To: CN=Stephanie Santell/OU=DC/O=USEPA/C=US@EPA]]
Cc: 1i

From: CN=Tina Laidlaw/OU=MO/OU=R8/0=USEPA/C=US
Sent: Tue 10/9/2012 5:07:12 PM

Subject: Fw: Yellowstone River NSTEPS Comments

DEQ NSTEPS Responses 10-5-2012.pdf

Stephanie,
Haven't read these comments but wanted to forward them along.
Tina

Tina Laidlaw

USEPA Montana Office

10 West 15th Street, Suite 3200
Helena, MT 59626
406-457-5016

From: "Flynn, Kyle" <KFlynn@mt.gov>

To: Tina Laidlaw/MO/R8/USEPA/US@EPA

Cc: "Suplee, Mike" <msuplee@mt.gov>, "Pipp, Michael" <mpipp@mt.gov>, "Urban, Eric"
<EUrban@mt.gov>

Date:  10/05/2012 03:57 PM

Subject: Yellowstone River NSTEPS Comments

Hi Tina —

Attached are DEQ’s responses to the NSTEPS peer review for the Yellowstone River work (in electronic
form). Please let me know if you would like any additional information or clarification, or if you would like
me to send a hard-copy via mail.

Best regards,

Kyle Flynn, P.H.

Lead Hydrologist

Montana Department of Environmental Quality
Water Quality Modeling Program

Water Quality Planning Bureau

1520 East 6th Ave.

Helena, MT 59620

Tel:(406) 444-5974

Fax:(406) 444-6836
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Montana Department of

== ENWQNMENTAL @UMTY Brian Schweitzer, Governor

PO Box 200901 Helena;, MT 59620-0901 (406) 444-2544 Website: www.deg.mt.gov

October 5, 2012

Tina Laidlaw

USEPA Montana Office

10 West 15th Street, Suite 3200
Helena, MT 59626

Hi Tina;

Enclosed is a memo containing Montana Department of Environmental Quality’s (DEQ’s)
responses to the Nutrient Scientific Technical Exchange Partnership & Support (NSTEPS) peer
review for the Yellowstone River nutrient criteria model. We have done our best to address each
comment (where appropriate) and will be revising the draft report accordingly. In an effort to
make the subsequent pages easy to follow, we have shown the reviewer’s comment in italics and
our response in plain text. Please let us know if you need clarification, or additional information
about any of the content.

Finally, we apologize about the lengthy turnover time in our response. This was largely a
function of my academic commitments over the last year. In any regard, we look forward to
discussing items as needed.

Best wishes,
A,?ﬂ,gg, v g

Kyle Flynn, P.H.

Lead Hydrologist

Montana Department of Environmental Quality
Water Quality Modeling Program

1520 East 6th Ave.

Helena, MT 59620

Tel:(406) 444-5974

Fax:(406) 444-6836

Enforcement Division o Permittiog & Complance Divislon o Plannd S Be-Ansh Division & Remedistion Division
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EPA NSTEPS Review Memo: Response to Reviewer 1; October 5, 2012

SECTION 1.0 - Responses to Reviewer 1

“General Comments

This is a well written report on “Using a computer model to derive numeric nutrient criteria.”

There are relatively few errors in the draft, which made reviewing clear. The use of multiple sources of
information, including a computer model, is a very good idea for establishing nutrient criteria. The many
concepts developed and employed in this effort are innovative, well founded, and sound. However, |
disagree with the conclusions that model conditions warrant more credibility than other sources of
information and that model results should be used to set nutrient criteria for the Yellowstone River.

In summary, my short responses to the questions are:

1. The data used to run, calibrate, and validate the model were appropriate, but not sufficient.

2. Model calibration and validation were not good, because the fit of data to model runs was poor for a
key endpoint variable, benthic algal biomass, and many results were biased.

3. The uncertainty of model predictions was problematic because: the model was not validated well for
a key endpoint variable; the model was used to extrapolate to nutrient conditions outside the range
for which it was calibrated and validated; and the model did not simulate extreme values well.

4. pH and algal biomass response endpoints should be used to establish nutrient criteria. The most
sensitive response to a stressor (i.e. nutrients in this case) should be used to establish stressor
criteria, even if different response endpoints are most sensitive in different types of habitats (in this
case shallow and deep river habitats).

5. The appropriate methods were used to gather information about the development of nutrient
criteria, but the results of the computer model were overstated and overweighted in a premature
decision on nutrient criteria.”

1. Please evaluate the sufficiency and appropriateness of the data used to run the model.
“The data used to develop the model was appropriate, but not sufficient.

The computer model was designed to measure important response variables, such as benthic algal
biomass, pH, and DO. These parameters respond either directly or indirectly to variation in nutrient
concentrations and are used in either narrative or numeric water quality criteria in many states.
These variables are highly appropriate from the perspective that we want to protect uses of waters.
We know enough about nutrients to know the effects of nutrients instream and downstream. With
proper research and synthesis of results, we should be able to set nutrient criteria above minimally
disturbed conditions without threatening designated uses, such as drinking water, recreational uses
and aesthetics, and support of biodiversity. Although we may not be protecting aquatic biodiversity
of taxa that are highly sensitive to moderately increased nutrient concentrations in a habitat with
nutrients above minimally disturbed condition, presumably those taxa are being protected in other
habitats in which minimally disturbed condition is being protected (invoking tiered aquatic life uses).
With the knowledge that biodiversity of some nutrient sensitive taxa will not be protected at nutrient
concentrations that generate algal biomasses greater than 150 mg chl a m™ and pH and DO
standard violations, benthic algal biomass, DO, and pH can be appropriate endpoints for managing
nutrients.”

We disagree with the first portion of this comment (i.e., “The data used to develop the model was
appropriate, but not sufficient’) and suggest that the DEQ effort meets/exceeds most steady-state
modeling applications (see Mills et al. 1986; Barnwell et al. 2004; and reviewer 2’s comments),
including prior modeling studies in the literature (Paschal and Mueller, 1991; Park and Lee, 2002;
Kannel et al. 2006; Turner et al. 2009). If anything, we feel it should be described as comprehensive.
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EPA NSTEPS Review Memo: Response to Reviewer 1; October 5, 2012

“The right variables were modeled, measured, and calibrated in the field, but the sample size was
low. Many of the key environmental variables were measured in the field, but they were measured
at less than 10 locations. This limits the power of the comparison, much as a low sample size limits
the statistical power in hypothesis testing. Was the fit or the lack of fit of the model to data due to
chance or was it true?”

Sample size is just one of several factors that should be considered in modeling. According to Mills
et al. (1986), other factors include site accessibility, historical locations, critical points of maximum
or minimum concentration, and locations where water quality standards are expected to be violated.
Because there are no hard and fast rules for sample size, an appropriate 7 is left up to the
professional judgment of the modeler. Mills et al. (1986) suggest the sample size should be sufficient
to describe the longitudinal profile of the river. So in the case of the Yellowstone, this was done. For
example, we accommodated variability such as incoming tributaries, wastewater treatment plant
discharges, critical downstream points of concentration, and spatial differences in temperature
brought about by climatic gradients and hydrogeomorphology. So for the reviewer to suggest that
random chance explained the structural differences in the data (e.g., larger diel oxygen swings in
enriched areas, changes in algal biomass, increasing suspended solids, etc.), is simply not plausible.
In this regard, we find the reviewer’s comment speculative and without basis.

“The study should have been designed to have the calibration and validation datasets at the same
time of year, perhaps sampling during summers of 2007 and 2008. The differences in temperature
and light (day length and sun angle) between August and September could be substantial given
they are within range that macroalgae like Cladophora are especially sensitive. August and
September also have very different algal accumulation histories and processes regulating algal
ecology probably differ as a result. Interannual variation in physical and chemical conditions in the
Yellowstone River are relatively predictable, because of discharge regulation by snowpack melting,
compared to rivers in parts of the country where unpredictable rain events have great effects on
discharge and resulting physical and chemical conditions (e.g. light and nutrient concentrations).”

Similarity of environmental conditions (e.g., light, temperature, etc.) is not a necessity when
considering mechanistic studies. Process-based models explicitly account for water temperature
variation, solar radiation/time of year, biological rates, etc. thereby accommodating the differences
pointed out by the reviewer. In fact, Chapra (2003) actually suggest that process-based models be
calibrated and validated to substantially different conditions, such as flow, loadings, or climate. For
example, a Level 2 model confirmation (i.e., the best) would require the model to be applied to cases
with significantly different loadings and meteorology. While we did not meet this stringency, we did
achieve a Level 1 confirmation which essentially means the model was applied to different
meteorology and flows. That said, the accumulation history/autocorrelation of algae between August
and September is a valid concern. We are currently investigating whether this is an important
consideration or not.

“Another concern was having sufficient scientific foundation for model coefficients. Admittedly,
some knowledge is better than none, but assuming that coefficients developed in lakes or other
parts of the country and for different kinds of algae in one condition or another would apply to this
location seems premature. Many of the parameters were developed in the 1970s or earlier, not that
old is necessarily bad, but it is an indication that few new components were available or were found
in the literature for use in the computer model. More field and laboratory research is needed to
quantify the parameters being used in processed based models.”
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We did not directly apply coefficients from lakes or other parts of the country as suggested by the
reviewer. Rather we made an initial assumption about such values (and associated ranges from the
literature) and then calibrated those values to site-specific measurements (e.g., biomass, chemistry,
water quality data, etc.). Such practice is common in water quality modeling and eliminates the need
for direct parameter transfer as suggested by the reviewer. So the real issue seems to be kinetic
parameterization of the model. We can only point to the fact that we used a combination of
field/laboratory studies (e.g., light-dark bottle experiments, delta-method, SOD measurement, etc.)
and field-calibrated state-variables (e.g., DO, pH, algal biomass, etc.) to provide the best (admittedly
not perfect) model representation. Allowable ranges of coefficients were bounded by the literature
and included quantification of both parameter sensitivity and uncertainty through first-order error
and Monte-Carlo analysis techniques. While we agree that more data is always nice (note: we would
love to do more field and laboratory research), at this time enough is known about site-specific
biogeochemical processes (e.g., algal assimilation, hydrogeometric properties, chemical kinetics,
etc) to provide reasonable assessment of the river’s eutrophication response for regulatory purposes.

Please evaluate the model calibration and validation

“Model calibration and validation were not good, because the fit of data to model runs was poor for
a key endpoint variable, benthic algal biomass, and many results were biased.”

It is unclear to us what “not good” is, but root mean squared error (RMSE) of our simulation was
21.8 and 35.0 mg Chla m™ during August and September 2007 (#=77, excluding filamentous sites
and a site with nitrogen fixers). Using a worse-case combination which includes filamentous algae
and nitrogen fixers, RMSE was 55.5 mg Chla/m” (#=90), which approximates a seasonal average
(i.e., average of August and September). While such errors are apparently large (according to the
reviewer) they are no worse than routinely reported for empirical studies in the literature. For
example, we compiled regression statistics via digitization of figures for about a half dozen of the
more commonly cited nutrient-algal biomass papers and found that benthic algal biomass
predictions, whether empirical or mechanistic, are quite similar (Table-1). In fact, the mechanistic
model performed slightly better in nearly all instances than the studies considered. Plus it had the
added benefit that other water quality state-variables such as DO, pH, etc. could also be simulated
which cannot be done with a simple biomass model.

In consideration of Table-1 though, it is important to keep in mind that the relative magnitude of
RMSE is influenced by the range of biomasses evaluated, i.e., larger biomasses have the potential
for greater prediction error than smaller biomasses and thus artificially weight the computed RMSE
statistic. Thus some caution is needed in interpretation of results. Likewise, we suggest a more
thorough review of both mechanistic and empirical models be completed before a definitive
conclusion can be made about the predictive ability of each model type.

Finally, as pointed out by the reviewer, our model does contain bias. We have described it in Section
10.4.3.2 as under-prediction of high biomass and over-prediction of lower biomass (especially for
filamentous algae). The prediction problems at the upper end reflect the inability of the model to
simulate filamentous growth whereas those at the lower end are strictly applicable to diatom species.
We clearly would like to remedy this deficiency, however, given the amount of filamentous algae in
the lower Yellowstone River, further time and resource spent on model development is not
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warranted. We will address the filamentous concerns in the future, when both algal communities are
present and necessitate the development of a model with better prediction capability.

Table 1. Comparative error analysis of commonly cited literature studies.

Study Location RMSE n
(mgCh&hnﬁ

Lohman et al. (1992) 12 streams and 22 sites in northern Ozarks, Missouri 274 | 44
(annual mean of TN)

This study 90 algal sites Yellowstone River, Montana (instantaneous 206" |77
measurements during growing season) 55.57 | 90

Dodds et al. (1997) 205 streams or sites worldwide (seasonal mean of TN) 49.5 | 146

Suplee et al. (2012) 8 sites Clark Fork River, Montana (seasonal mean TP) 73 | 84

Chételat et al. (1999) 13 rivers in southern Ontario/western Quebec (TP) 85.4 | 33

Biggs (2000) 25 runoff fed rivers in New Zealand (SIN) 326.5 | 30

Welch et al. (1992) 26 sites in 7 New Zealand streams; mechanistic model 723 | 26

; Excluding sites where filamentous biomass or nitrogen fixers were present.

All sites.

“Not much change was needed in many model parameters to calibrate the model, but many
parameters for benthic algal growth were substantially different between the initial estimate and
calibrated value (Tables 9-5, 9-6, and 9-7). Almost no discussion followed on the magnitude of
these changes and if they were reasonable.”

Initial parameter estimates are based on previous recommendations or initial data evaluations which
must be adjusted on a per-system basis through model calibration (as described previously). Thus the
magnitude of change from the initial parameter estimate is not a factor of whether a calibration is
suitable or not (the fit between the observed and simulated data is!). In retrospect, we could have
probably done a better job describing this in the text though. We did provide details on where
estimates originated from in Section 8 (e.g., C:N:P ratios, subsistence quotas, nutrient uptake
estimates, etc.) and we will be sure to add this reference to Section 9. Finally, we will add text
describing the fact that values must be calibrated (i.e., an initial estimate is just that, and deviation
from that does is not a significant concern provided the calibrated value is within the range of the
literature).

“At least one set of the changes in parameters was relatively easy to evaluate and determine if they
were reasonable. The mass ratio of N:P in algal cells is assumed to be 7.1, and in the Yellowstone
River was often lower because of the relatively low supply of N versus P in the river. The initial mg
N and P per mg algae (subsistence quotas for N and P) for benthic algae were assumed to be 0.7
and 0.1, respectively (Table 9-6).

» The real issue is the relatively large change in one value during calibration and the unrealistic
ratio for parameter values resulting from that calibration. The resulting calibration values of
parameters for subsistence quotas for N and P were 3.20 mg N and 0.13 mg P, respectively.
Even though each of these parameters independently fit within the range of possible values
reported in the literature (remembering that one outlier in the literature has great effects on this
range), the ratio seems very high for conditions within the Yellowstone River. The resulting
mass ratio of subsistence levels of N and P was 3.20:0.13, which is more than 3 times the
expected 7:1 ratio and 6 times the 4.1 ratios observed in low N habitats like the Yellowstone.”
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It is commonly misconceived that subsistence quotas scale at Redfield ratio (7.2:1 by mass).
However, Shuter (1978) provides a compilation of minimum cell quota data for N and P vs.
biovolume (for phytoplankton) that seem to disprove this. From data on more than 25 algal species it
is shown that N to P ratios deviate substantially from Redfield near the minimum cell quota. Recent
work by Klausmeier et al. (2004) supports this assertion. They suggest resource acquisition
machinery (i.e., nutrient-uptake proteins and chloroplasts) are P-poor, making the N:P ratio higher
(ca. 20-30:1 by mass) nearer to the cell quota. Conversely, under nutrient replete conditions (more
like Redfield) P-rich ribosome assembly machinery for exponential growth is more prevalent leading
to lower N:P ratios. All of these findings are consistent with the classic work by Goldman et al.
(1979) where it is shown that algal cellular N:P ratios are strongly influenced by the alga’s growth
rate. At very low growth rates (i.e., those approaching the minimum cell quota) cellular N:P ratios
increase greatly to 45:1 (by mass). Hence we feel the ratio we have in the model is justified.

» “Although internal N and P half-saturation constants are substantially different types of
parameters than subsistence quotas, both are involved with algal growth, both were changed
Substantially during calibration, and ratios for both were unusually high.”

Very little data exists on internal N and P half saturation constants so we assume that this comment
is pertaining to the external values. As mentioned previously, deviation from the initial estimates is
not a problem (referring back to our previous response to this same question). However, we do agree
the values required for calibration seem high in comparison to other work (e.g., Bothwell; 1985,
Borchardt, 1996; Rier and Stevenson, 2006). That said Bothwell (1989) shows that low saturating
levels are probably only valid during the cellular growth, at a time when nutrient supply is high and
is not impeded by diffusion through the algal mat. Thus when algal biomasses are higher (or detrital
accumulation is significant), it is possible that nutrient gradient/diffusion limits nutrient supply
which may explain why higher values are needed to calibrate the model to a natural river. It is
important to also realize that the Droop (1974) internal stores model is being used and thus to frame
the overall response as a Michaelis-Menton or Monod saturation model, output biomass and soluble
nutrient levels must be considered. By doing this we found that peak biomass saturated at around
152 pg/L soluble inorganic nitrogen (SIN) and 48 pg/L SRP (when not limited by other factors).
Values such as these are not that different than suggested by the literature thereby providing
additional confidence in the model’s predictions.

Note: If the comment was specifically about internal half-saturation constants (the capacity for
nutrient uptake based internal cellular stores), we acknowledge these values are poorly understood.
Our best understanding is that they can be scaled in accordance with subsistence quotas at a ratio of
around 1.0 for N and 0.5 for P (Di Toro, 1980; Droop, 1974; Rhee, 1973; Rhee, 1978). Given the
uncertainty in their value, they were calibrated.

+  “The same kinds of problems were noted for the phytoplankton (Table 9-7)".

Again, initial phytoplankton coefficients are estimates only, and must be calibrated. We will add a
discussion regarding deviation from the initial estimates and what this means.
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« “A confusing issue initial parameter values (e.g. 0.7 mg N or 0.1 mg P per mg algae) indicate 70
and 10% of the algae were composed of N and P. Most of algal mass is carbon, not N or P.
Presumably the units or my understanding of what these parameters mean were wrong.”

The reviewer is correct that the units could be easily confused. The values referenced are the initial
estimates of minimum cell quota, or minimum level of nutrient deficiency normalized to Chla [i.e.,
before our review of the Shuter (1978) or Klausmeier et al. (2004)]. As suggested by the reviewer,
the actual makeup of algal cells is much different at a stoichiometric ratio of 40 mgC to 7.2 mgN to
1 mgP (i.e. Redfield).

“Fit of the model, similarity between predicted and observed conditions, was better for physical than
chemical parameters, and better for chemical than biological parameters. QAPP criteria were not
met for 1 out of 5 of the parameters assessed (Table 10-1). The variable with poor fit based on
RMSE and RE was benthic algal biomass, either by using the Q2K or AT2K model. Since benthic
algal biomass was a key response endpoint, and an endpoint for which nutrient criteria were
eventually going to be made, it was important that the model predict benthic algal biomass well.”

This is correct, the poorest part of the simulation was the biological component. However, the algal
simulation error was quantified and was no worse than if we were to use other methods [referring to
the previous discussion about Lohman et al. (1992), Dodds et al. (1997), Chetelat et al. (1999), Biggs
(2000), etc.]. So if past efforts were acceptable (some of which were used in criteria determination),
why would this effort be any different?

“As suggested on page 10-21, | agree that the AT2K model “allows us the ability to gain better
information about spatial relationship of biomasses across a river transect,” but | don’t agree that
AT2K model predictions were sufficiently accurate for the purposes intended for the modeling effort.
High benthic algal biomasses were consistently under-predicted.”

As indicated previously, the model’s accuracy is comparable with past studies which means it should
be suitable for its intended purpose (i.e., nutrient regulation on large river during the growing season
where a vast majority of algal growth is closely attached to the bottom). That said, long isolated
streamers of filamentous algae such as Cladophora present a problem. Computed biomass is greatly
underestimated in these instances and we attribute this to the fact that the model simulates benthic
growth in one-dimension vertically (i.e. thickening of an algal mat). In contrast, long Cladophora
streamers grow up into the water column in 3-dimensionally which results in considerably higher
biomasses for a given nutrient level and spatial area. Fortunately about 97% of all algal samples
were diatom-like, so we do not see the underprediction of these isolated instances an issue (note:
species shifts from diatoms to filamentous are a valid concern and we will evaluate this
consideration if the river moves closer to the established criteria).

“During review of figures, | became concerned that deviations between observed conditions and
conditions predicted by the model are more serious if they are biased than if they are randomly
distributed above and below model predictions. This bias would not be captured in the RMSE and
RE statistics for goodness of fit. For example, even though the RE is only 7.3% for TN calibration
and 1.38% for validation (Figure 10-7, the model overestimates TN concentrations). The bias in
predictions (residual error) is common in many of the nutrient and biological parameters. In most
cases, bias was either high or low along the river, but in some cases it systematically switched from
high to low, which you could imagine was the case for the August 2000 phytoplankton validation
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(Figure 11-9). Systematic bias along the river is a concern because habitat conditions change
systematically along the river.”

We agree with the reviewer that model bias is undesirable. However, the level of bias suggested (ca.
10%), 1s hardly of concern (see Moriasi et al. 2007). Errors of this magnitude are considered “good”
in the modeling literature. More importantly we feel the reviewer is mistaken in characterization of
error calculation. RE is in fact a direct measure of bias, e.g., it sums the residual errors (predicted-
observed) and divides those by the observations. So for the figure of concern (i.e., Figure 10-7),
approximately 50 pg/L of bias occurs. While such an error is not conservative (i.e., does not side
with the resource) this is not a great concern given the overall magnitude of nutrient levels in the
river. Also, from review of the summary statistics in Table 10-1, it should be noted that several state-
variables have larger bias. These are detailed in subsequent comments. Finally, with systematic bias,
we would suggest this has more to do with data variability than systematic model error. While
systematic habitat changes do occur in the river (e.g., shallowing near Miles City, increased turbidity
below the Powder River, water temperature changes, etc.), we have characterized these features well
and do not see how systematic artifacts could occur so rapidly in the longitudinal profile (referring to
the reviewer’s contention about the August 2000 phytoplankton data).

The model did not capture extreme conditions well, especially for benthic algae. If there was little
variation, the model tended to fit much better than if a parameter varied greatly over the range of
nutrient and habitat conditions in the river. For example, diurnal variation in dissolved oxygen and
discharge were simulated well by the model, but pH and benthic algal biomass which varied much
more than DO and discharge were not simulated well by the model.

The model may not have been able to simulate the high algal biomasses that accumulate in the
river. For example in Figure 10-15, the model never predicted algal biomass to be greater than
about 70 mg chl a m™. However, several observations of higher chlorophyll were observed. In
addition, most of the observed levels of chiorophyil a were less than 50 mg chl a m? and fell within
a confidence envelop that probably had a width of 40 mg chl a m™. So it would have been difficult
for the model to be wrong when benthic algal biomass was less than 50 mg chl a m™. When benthic
algal biomass was predicted or observed to be greater than 50 mg chl a m™, only 1 of the 10
prediction/observation points were within the RMSE confidence envelop.”

In regard to the benthic algae simulation (and the inability to simulate high biomasses), the reviewer
is correct that the cumulative frequency plot in Figure 10-15 shows under-prediction of higher
biomasses which is a concern to us as well. We have been forthcoming about this in our discussion,
and did additional analysis to make certain that the model would generate anticipated biomass levels
under eutrophied conditions. This is described in Section 8 and Figure 8-5 and we show that
maximum expected biomasses under nutrient and light replete conditions (with assumed losses of
50% from respiration and scour/grazing) would be around 300-400 mgCh/a m®, similar to that
suggested by Stevenson, et al. (1996) for diatom communities. So while the model did consistently
underestimate some field measurements (mostly filamentous algae), it will achieve maximum
expected diatom community biomass under nutrient enriched conditions. Finally the reviewer is
technically correct that the RMSE envelope covers nearly the entire simulated range (i.e., in their
comment “it would be difficult for the model to be wrong”). However, this comment is somewhat
misleading as nearly all of the data falls along the 1:1 line (in a structured fashion) and is certainly
not random as inferred by the reviewer.
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“Another issue with this model fit analysis is also the skewness of the distribution of observed and
predicted values, with most points within 1/6th of the range of potential values (<50 mg chl a m*
with a range of 0-300 mg chl a m™). Basically, it seems the model was not tested in the range of
conditions in which it is intended to be applied.”

We have no control over the skewness of the data as it is simply a function of field conditions and
data collection methodology. The reality is that given the nutrient and light limitation of the river
biomasses are low (<70 mgChla/m”), with exception of a few anomalous filamentous algal point
measurements. With this understanding, it is surprising to us that the reviewer suggests we failed to
test the model over the range of appropriate conditions. The immediate question that comes to mind
is: (1) would we need a model if such conditions were already occurring and (2) could river-wide
conditions for everything else (DO, pH, nutrients, etc.) be reasonably determined using any other
approach (e.g., such as experimental troughs)? The obvious answer to both is no. Hence the primary
purpose of the model is to help understand the response to a given set of enriched conditions while at
the same time maintaining the fundamental/theoretical constructs of the eutrophication process.
Finally, the reviewer is incorrect when implying that empirical restrictions be placed on process-
based models. It is well-known that mechanistic models are a useful for predicting conditions
outside of the environmental conditions they were developed (EPA, 2001; Canham et al., 2003).

Please comment on the uncertainty in the model predictions

“The uncertainty of model predictions was problematic because: the model was not validated well
for a key endpoint variable; the model was used to make predictions for nutrient conditions outside
the range for which the model was calibrated and validated; and the model did not simulate extreme
values well. In particular, the inability of the computer model to simulate extreme values in benthic
algal biomass was a concern.”

We tend to disagree with this blanket statement and have described why in previous responses. To
reiterate: (1) we did show that the algal simulation was no worse (in fact better) than many of the
literature suggested approaches, (2) contrary to what the reviewer has indicated, it is OK to apply a
mechanistic model beyond conditions which it was calibrated/validated (provided assumptions used
in development of the model are valid), and (3) simulating extreme values (i.e., isolated cases where
filamentous algae occur) is not an important consideration in this study.

“The poor prediction of algal biomass and inability to really evaluate model prediction of pH and
other important response variables was discussed above.”

The reviewer has not anywhere demonstrated a deficiency to evaluate pH or other important
response variables (such as DO, nutrients, etc.). The fact is, short of benthic algae (which seems to
be the reviewer’s main focus), nearly all simulated state-variables achieved QAPP project
requirements (and even algae did in one instance).

“A basic tenet of modeling, either statistical or highly calibrated computer models, is limiting
extrapolation of results outside the range of conditions in which the model was developed. This
model was employed outside the range of conditions for which it was calibrated. Since the
computer model performed much worse when applied to September than August conditions, due to
likely seasonal effects, wouldn’t we also expect the same issues with performance outside the
range of nutrient concentrations in which the model was calibrated?”
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The reviewer’s statement regarding extrapolation of modeling results conflicts with EPA guidance.
In fact, EPA (2001) clearly articulates in Chapter 9, Use of Models in Nutrient Criteria Development
that, “Considerably more space is devoted to mathematical models, because they are capable of
addressing many more details of underlying processes when properly calibrated and validated. They
also tend to be more useful forecasting (extrapolation) tools than simpler models (referring to
empirical models), because they tend to include a greater representation of the physics, chemistry,
and biology of the physical system being modeled (NRC 2000)”. We therefore do not understand the
reviewer’s concern, especially since process-based models have a long and successful history in
waste-load allocations and effluent loading studies (Thomann, 1998; Chapra, 2011).

With respect to the seasonal issue (September vs. August), there is no reason to make the linkage
suggested by the reviewer. We in fact provided a very satisfactory explanation for the deficiency
between August and September 2007 and also completed a second validation for August 2000 which
confirms the model performs well during peak growth conditions (i.e. August). Additionally, the
calibration and confirmation were collectively completed over a range of different soluble nutrient
conditions including nitrogen levels ranging from 5-105 pg/L and phosphorus concentrations from
3-17 pug/L (across the longitudinal profile). As such, soluble nutrients spanned almost the entire
range evaluated for criteria determination, with the caveat that nutrient supply was elevated over
only a small spatial extent usually in the vicinity of the wastewater treatment plants. Thus to
question the model performance over a period which in essence has already been validated for
varying nutrient conditions (i.e., August) is unjustified.

“Process based models (i.e. computer models) are theoretically better than statistical models for
predicting outside the range of original conditions in which they were calibrated. However, the
extent and magnitude of calibration from an initial values used in model is a key issue for using
process based models to predict outside the range of calibration. Prediction outside the range of
conditions for which either the statistical or process based model was calibrated requires that we
know enough about the system and the behavior of the system in the two ranges of conditions (e.g.
August versus September, or low and high nutrient concentrations) that we are confident that the
models accurately describe behavior of the system. The less that you have to calibrate a model to
new conditions to get a good fit, the more confident you can be that the model will perform well in a
new set of conditions. The more fundamental the processes are that are simulated in the model and
the fewer number of assumptions made for use of the model, the more certain you can be that the
model will predict responses well in a set of conditions for which it was not calibrated.

Since there is little evidence that the model did perform well, either calibrating for key endpoints or
predicting responses during validation, we should have concerns about accuracy of predictions by
the model for ecological responses in higher nutrient concentrations for which the model was
tested. In addition, many key parameters in the model were changed greatly during calibration from
what were initially thought to be appropriate. So based on model performance, we cannot be certain
that it will perform well outside the range of conditions in which it was calibrated, or even within that
calibration range for some key parameters.”

We agree that process-based models are better than statistical models for predicting conditions
outside the range which they were developed (i.e., that is their primary utility), but disagree that
“there is little evidence that the model did perform well”. If fact, we have clearly articulated the
model’s predication capability throughout the draft report as well as in many of our responses. One
further clarification is necessary though. The reviewer describes August and September as “/ow and
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high nutrient concentrations”. However, this is not the case. Rather nutrient supply was the same
both periods (i.e. loadings were similar), but uptake during each period was significantly different.
Finally, with respect to the certainty of model predictions, the entire premise of the model is to
represent fundamental biogeochemical processes. These were shown to be adequate for August low-
flow conditions (based on two different years of data, i.e., 2001 and 2007) and over a large
longitudinal extent. Thus it is reasonable to conclude that the model is suitable for making regulatory
predictions over this time-frame, especially since as noted previously, nutrient supply was
sufficiently variable in both years.

“Many assumptions needed for the model also seemed to reduce credibility of its results. Some
assumptions were probably met as well in the Yellowstone River as anywhere. For example, the
assumption about the model simulating a steady state equilibrium is certainly more appropriate for
rivers like the Yellowstone with snow-melt dominated and relatively predictable hydroperiods versus
many other rivers where storm events have dramatic and unpredictable effects on hydroperiod.”

Violation of model assumptions by the ecosystem may also explain why the model simulated the
ecosystem poorly. Of course assumptions are necessary, but some violations of assumptions or
combinations of violations may accumulate explain the unsatisfactory behavior in the model. Here
are a few examples:

« The assumption that velocity and channel substratum are “sufficiently well mixed vertically and
laterally” (pg 5-8, lines 3-4) may explain why the high algal biomasses were not simulated. If
average, versus optimal velocity and substratum were used that would underestimate the high
algal accrual possible in optimal velocity and substratum conditions.”

We disagree that the model simulated the ecosystem poorly (for all of the reasons stated
previously) but do agree that spatial variability of substratum and velocity may be an important
consideration in algal growth. We are working on improving modeling techniques to better
represent these physical processes in riverine settings. The assumption of vertical and lateral
mixing referenced by the reviewer holds only for the water column (i.e., turbidity, nutrient
concentrations, phytoplankton, etc) and we will revise the text to make this clearer.

«  “Why assume dynamic equilibrium between particle re-suspension (drift) and deposition
(settling)(pg. 8-20, lines 24-25)?”

We will rewrite this sentence to clarify. Dynamic equilibrium between particle resuspension and
settling was based on conclusions of Whiting, et al. (2005) which was based on longitudinal
sediment analysis of the Yellowstone River. For the model we applied our calculated Stokes
settling velocity of 0.012 m d”' for sediment and 0.086 m day™' for phytoplankton (calibrated
down to 0.05 m day™") reflecting a net loss in the mass balance for each term.

«  “Why assume the typical meterological year during a ten year period. For example, to
understand the conditions under which problems would arise 1 in 10 years, aren’t regional
weather patterns a likely cause of those problems. Rather than running a typical meteorological
year, shouldn’t the 10-year extremes be boundary conditions for a run to understand the effects
of less common conditions?”
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The use of a typical meteorological year stems from the desire to not alter the underlying
frequency of occurrence. For example, if a 1 in 10 year low-flow condition were simulated with
a 1 in 10 year climate (both of which have independent probabilities), the underlying design
condition would be a 100 year event (probability of occurrence of 0.1 x 0.1 =0.01). Such an
infrequent event is not appropriate for nutrient regulatory management. As indicated by the
reviewer, however, an equally viable approach would be to use a 1 in 10 year climate, with a 1-
year flow condition although in this instance the latter reflects a much larger system volume
(from the increase in flow) which would likely outweigh any extreme climatic effects.

Note: We have modified the design flow to a 14Q5 (1 in 5 year low-flow condition) to better

align with EPA recommendations on allowable frequency of exceedance of standards (which

were originally based on a biologically 4-day average flow once every 3 years, i.e., 4B3). The
4B3 is often used as a basis for U.S. EPA chronic aquatic life criteria.

“In addition to violation of the assumptions in the model, there may be issues with the analytical
foundation of the model to accurately represent ecosystem processes; but | am not sufficiently
familiar with the model to make that judgment. For example:

»  Were growth patterns and differing spatial resource limitation (density dependence) for
macroalgae and microalgae or algal taxa included in the model?”

It would have been helpful for the reviewer to familiarize themselves with the model prior to
doing a critique of its analytical foundation, but in general we will try to answer each question
straightforwardly. Relative to different growth patterns/state-variables for each algal taxa, Q2K
models only a single algal species therefore any difference between macro and micro-algae
species is only accommodated through parameter lumping. We recognize this as a model
deficiency (especially if applied in an area where both macro and micro-algae were in
competition), however, a majority of the river sampling sites (~97%) were dominated by a mixed
assemblage of diatom species which at least reduces the concern of macro- and micro-algal
dynamics. Thus it was not a concern in the modeling endeavor.

+ “Space limitation in the model, if | understand it correctly, is not the correct conceptualization of
the process that regulates density dependent growth of benthic algae. Developing a more
realistic characterization of the processes regulating benthic algal accumulation and density-
dependent depletion of nutrients within mats would be very interesting and perhaps improve
model predictions. Effects of mixing and diffusion vary greatly between different types of algae
that grow in differing nutrient and temperature ranges, such as macroalge (Cladophora) and
microalgae (diatoms).”

While in one section of the report we use a logistic function/space limitation to illustrate biomass
accumulation for the purpose of estimating zero-order growth rates (under optimal nutrient and
light conditions), such a formation is not actually used in the Yellowstone River model. Instead
the governing differential equation for the mass balance of algal biomass is based on Chapra et
al. (2008) where biomass increases due to photosynthesis and is moderated by a number of loss
terms including respiration, excretion, and death (inclusive of grazing and scour etc.). This
would have been clear if the reviewer would have taken the time to review the Q2K model which
can readily be found on the EPA website http://epa.gov/athens/wwqtsc/html/qual2k.html. The
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model is based on the work of Mclntire (1973), Horner et al. (1983), Uehlinger, (1996), and
Rutherford et al. (2000), includes Droop (1974) nutrient limitation (i.e., the internal stores
model), saturation light limitation (Baly, 1935; Smith, 1936; Steele, 1962; light), uptake
dependent on internal and external nutrients (Rhee, 1973), and many other physiology-based
processes. In this regard, the effects of nutrient diffusion into the algal mat are not explicitly
considered, but are implicit in calibration of the external half-saturation constants for nutrient
uptake.

“Was N-fixation included in the model and the potential for N transfer between epiphytic diatoms
with cyanobacterial endosymbionts on Cladophora? Is it possible that Cladophora cells close to
the substratum take up nutrients and transfer them to younger, actively growing cells in the ends
of the filaments suspended in the water column. Only the cells at the tips of Cladophora
filaments reproduce, so they are younger and have fewer epiphytes than cells at the base of
filaments. Cladophora cells that are closer to the substratum, having more epiphytes, bacteria,
and entrained detritus as well as slower currents, have greater potential for uptake of recycled
nutrients in the epiphytic assemblages around them than younger cells in the water column.
Cladophora does not have complete cross walls between cells, so fluid in cells can theoretically
mix between cells, which would be facilitated by the movement and bending of filaments in
currents. Thus, nutrient concentrations in the water column may be poor estimators of nutrient
availability to Cladophora, as well as other benthic algae, because of nutrient entrainment and
recycling in the mats.”

N-fixation is not included in the model and its importance (at one site) was identified only after
finding discrepancies between simulated and observed data. Similarly, nutrient exchange from
epiphytic diatoms with cyanobacterial endosymbionts to Cladophora is not represented. Both are
far too detailed processes for a general purpose water quality model. Finally, while the
Cladophora mat self-sustainment process described by the reviewer is interesting and may occur,
the concept seems in conflict with the common observation in Montana and elsewhere that dense
stands of long streamers of Cladophora most frequently colonize the riffle regions of streams
and rivers; this was reported as long ago as 1906 (Fritsch, 1906). Increased turbulence and
advection in riffles clearly creates preferred habitat, in part because it induces more nutrients
from the water column to go deeper into the mat, allowing for continued photosynthesis (Dodds,
1991). If the mat nutrient-recycling process described previously is important to mat
maintenance, there is still the obvious question of what stimulates Cladophora mats and long
streamers to develop in the first place? The scientific literature is replete with works dating back
to at least the 1950s indicating that Cladophora blooms are associated with elevated nitrogen and
phosphorus concentrations in the water of rivers and streams (see Whitton, 1971 and Hynes,
1966 for starters). As such, we believe the scientific literature generally supports the idea that
nutrient concentrations in flowing waters are correlated with the development of algal mats.

“Another reason for questioning model predictions could be the high nitrogen and phosphorus
concentrations that are predicted to generate nuisance blooms of benthic algae: 700 ug TN L™ and
90 ug TP L™ in Unit 3 to prevent pH violations and 1,000 ug TN L™ and 140 ug TP L™ in Unit 4 to
prevent nuisance benthic algal problems. Although we know relatively little about nutrient
concentrations affecting pH in river, these phosphorus concentrations are many times higher than
phosphorus concentrations thought to cause nuisance levels of benthic algal biomass, e.g. greater
than 150 mg chl a m™. Admittedly, there’s a great range limiting and saturating nutrient
concentrations in the literature, but a 30 ug TP/L benchmark was proposed in the Clark Fork, which
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is upstream from this location. Why have higher numbers in the larger mainstem of the Yellowstone
River? If we assume Leibig’s law of the minimum, and nitrogen and light are sufficiently great to
allow algae to grow, why wouldn’t the marginal habitats of the Yellowstone River generate nuisance
algal biomasses at 30 ug TP/L? At least one reason could explain that discrepancy. The reactive
portion of the TP may be lower in the Yellowstone River than in smaller streams where nuisance
blooms of benthic algae commonly occur at TP concentrations around 30 ug TP/L. The soluble
fractions of total nutrient concentrations, assumed to be the most readily available fractions, were
very low in the Yellowstone River during low flow conditions (Table 6-6). However, caution should
be exercised when assuming only the soluble fraction of TP is bioavailable; mounting evidence
indicates that entrained particulate P and N are recycled in benthic algal mats.”

Higher criteria occur in the Yellowstone River for two reasons. First, the response to nutrients is
integrated over the wadeable region (<1 m depth), which as Hynes (1969) points out, means that
only a portion of the river bottom will be conducive to algal colonization and growth. The second is
river turbidity which is considerably higher than western Montana wadeable streams. Hence the
comparison between the Yellowstone River and the Clark Fork River by the reviewer is not valid.
They are in fact different ecoregions, the lower Yellowstone is significantly more turbid and deeper
than the Clark Fork River, and finally the former drains to the Missouri River and the latter to the
Columbia River. The reviewer is correct though in one regard, that the Yellowstone River should
still grow algal biomasses on the margin of the river at lower nutrient levels; this is the very reason
we developed the AT2K model, i.e., to integrate the effect over the entire management area.

With this in mind, the manner in which management endpoints are computed strongly affect the
criteria. For example, we used the average benthic algal biomass that develops in the wadeable zone
(defined as depths of <1 m) as our regulatory endpoint. By doing this, it means that algae in the
deeper regions of this zone are significantly light limited, and thus the areal-average response is
lower. If we managed the river so that no stone were to exceed 150 mg Chla/m’, the criteria would
be different and would be nearer the levels suggested by the reviewer [around 35 pg/L SIN and 10
pg/L SRP which if applied to the soluble regressions of Biggs, (2000) and Dodds et al. (1997) yield
biomasses that are less than, or very close to nuisance levels]. However, regulation of a single stone
(i.e., the single highest algae level) would not be consistent with the way the algal biomass threshold
was derived. For example, the basis of Suplee et al. (2009) was that participants were shown photos
of entire river reaches and were asked their impressions (acceptable/non-acceptable) of the entire
scene. Since the impressions would be based on the overall appearance of the algae levels (not a
single point), and, correspondingly, the algae biomass values provided were the reach averages (of
n=10 to 20 replicates), we must regulate biomass for the average of the wadeable region, not the
single highest Chla value recorded (i.e., the single most-green stone).

“The model prediction that low DO is not likely in the Yellowstone River seems reasonable. The
Yellowstone River is relatively hydrologically stable, so it is probably not prone to types of extreme
low flow events that allow development of low DO with resulting fish kills. Rivers and streams are
probably much more susceptible to high pH and fluctuating pH conditions than to low DO; but both
phenomena have not been studied sufficiently to understand thoroughly.”

We concur with this statement, and also point out that choosing a process based model allowed us to
understand both DO and pH dynamics, something that cannot be determined through statistical
methods. Thus there is merit to the mechanistic approaches beyond what could be determined using
empirical analysis.
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4. Please comment on the appropriateness of using response variables, such as chl-a and pH,
as model endpoints for numeric criteria derivation, and thus protection of water quality from
nutrient pollution. Please comment on the spatial application of different response variables
for deriving numeric nutrient criteria (pH was used for the upstream segment while benthic
algal biomass was used in the downstream segment).

“oH and algal biomass response are appropriate endpoints for justification of nutrient criteria. pH is
more directly linked to negative effects on aquatic fauna than nutrient concentrations, so pH is a
more proximate threat to a valued ecological attribute. High algal biomass is known be an aesthetic
problem in rivers, as established in the great study by Suplee et al. As described above, nutrient
criteria above minimally disturbed conditions that prevent nuisance algal accumulations and
violation of pH and DO standards may not protect biodiversity of some nutrient-sensitive taxa;
however chl a and pH, as well as DO, are appropriate endpoints for protecting designated uses.

The most sensitive response (e.g. chl a, pH, or DO) to a stressor (i.e. nutrients in this case) should
be used to establish stressor criteria, even if different response endpoints are the most sensitive in
different types of habitats (in this case shallow and deep river habitats). An important goal of
environmental management should be protection of ecosystem services. Of course all ecosystem
services should not have to be protected in all waters, but appropriate protection is warranted.
Montana DEQ and presumably a majority of the people of Montana have supported water quality
criteria related to pH and benthic algae. So nutrient concentrations should not be allowed that would
generate unacceptable risk of violating the pH and nuisance algal biomass criteria.

The focus on shoreline algal biomass was also appropriate because that is where people most
commonly observe the water as they use the resource for recreational purposes.”

We agree with this comment.

5. What other analytical methods would you suggest for deriving numeric nutrient criteria for
the mainstem Yellowstone River?

“The appropriate methods were used to gather information about the development of nutrient
criteria, but the results of the computer model were overstated and overweighted in a premature
decision on nutrient criteria.

Processed based (computer) models are very informative and valuable, but they are just one line of
information. Three basic research approaches can be used to develop numeric nutrient criteria:
observing patterns in nature and quantifying relationships between nutrients and key endpoint
variables with by statistical models (e.g. regression models); simulating patterns in nature using
process-based models; and experiments in controlled environments in which environmental
conditions are purposefully manipulated. Each of these methods complement each other. When
they all do not agree, then conclusions are suspect. In this case, the predictions of the computer
model do not match results of other research based on statistical models and experiments. Even
though there are plausible reasons for those discrepancies, there is little reason that